
Group	6:	Project	2	
	
1)	Implement	the	Q-learning	model	of	Wilson	et	al.	(2014)	and	show	how	it	
simulates	the	effects	of	OFC	lesions	on	reversal	learning,	delayed	alternation,	and	
extinction	through	alteration	of	the	state	space.	
	
2)	Reversal	learning	tends	to	get	faster	over	repeated	reversals	(e.g.,	Dufort	et	al.,	
1954).	Is	this	phenomenon	predicted	by	the	model?	What	happens	if	the	model	is	
trained	to	asymptote	after	each	reversal	(as	in	Dufort	et	al.)?	
	
3)	The	model	assumes	that	states	are	given.	How	might	the	model	be	extended	to	
incorporate	a	state	identification	process?	See	for	example	Redish	et	al.	(2007)	and	
Gershman	et	al.	(2010)	[you	don’t	need	to	implement	these	models,	just	briefly	
discuss	their	implications].	
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