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Conclusion

Cost-benefit arbitration between multiple RL systems

Flexible adapation based on reward-advantage

In progress: w’s relationship with outgroup bias 
and  psychiatric symptoms

Experiment 4. New paradigm with stakes
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Experiment 2

Does w predict reward?
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Experiment 1. Stakes manipulation
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Dual process theory and reinforcement learning

Theories of judgement and decision making posit existence of two systems:
Kahneman (2003)

Accuracy-efficiency tradeoff between System 1 and System 2?

Often assumed that systems engage in a cost-benefit trade-off,
but direct evidence for this has been sparse
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Recent advances in computer science and reinforcement learning:
Daw et al. (2011)
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